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ABSTRACT 

The past decade has witnessed the rapid growth of online auctions. 
However, the low cost and anonymity in joining online auctions 
provided an easy path for fraudsters. The simple binary 
reputation system promoted by the auction site is clearly not 
enough to protect consumers from fraud. In view of this, many 
fraud detection methods have been proposed. Nevertheless, there 
are still many weaknesses needed to be improved. To help secure 
the online trading environment, this study aims at developing 
more effective methods to identify the fraudsters in online 
auctions. First, a novel selection method is proposed for deriving 
a concise attribute set used to build efficient detection models, 
which allow a reduction in detection costs while improving 
detection accuracy. In addition, a two-stage detection procedure 
is proposed wherein multiple mutual-complement models are 
combined for promoting overall detection accuracy. To evaluate 
the proposed methods, actual auction transaction histories were 
collected for testing. The experimental results show that these 
methods can outperform those in the previous work. 
Keywords: fraud detection, feature selection, classification, online 
auction, e-commerce 

I. INTRODUCTION 

In recent years, online auctions have become one of most 
successful business models in E-commerce [15]. Inevitably, the 
rapid growth of online auction trading will spur a subsequent 
increase in trade disputes with fraud being the most serious [26]. 
There are various types of fraudulent schemes, such as non-
delivery, delivered of blemished commodities, and exaggerated 
item descriptions [17,18]. The low cost and anonymity in 
joining online auctions has provided an easy path for fraudsters. 
Therefore, auction houses provide simple binary reputation 
systems to help traders choose appropriate partners and reduce 
the chances of being defrauded. However, it has been proven 
that binary reputation systems are not effective in combatting 
fraudsters [19,20]. Fraudsters have developed various tricks to 
accumulate positive feedback scores to attract potential traders 
[17,18,26]. These schemes degrade the effectiveness of 
existing reputation systems and contribute to a general unease 
in trading [21]. Thus, researchers have proposed many 
detection methods to help traders identify fraudsters [2]. 

One of the most important steps of fraud detection is to 
select a set of measured attributes, from which an effective 
fraud detection model can be constructed. Various attribute sets 
describing the features of fraudsters have been proposed in 
previous research. Chau et al. [12-14] observed that the list 
price and trade volume of auctioned items tend to increase 
significantly in the last phase of a fraudster's active lifespan. 
Therefore, a set of price-related attributes was created from 

which classification trees were constructed to model these 
characteristics. To raise the accuracy of fraud detection, Chang 
and Chang [9] proposed a set of rating-related attributes with a 
density calculation. Their work attempted to describe the 
difference in feedback accumulation between fraudsters and 
normal traders. In fact, the trading relations in an auction site 
can be represented as a network in which complicated 
organized fraud could occur [28]. For organized fraud detection, 
researchers have developed various attributes to describe the 
trading network structure, trading information and personal 
information [13, 29-31]. To find collaborative frauds, Chau et 
al. [13] and Tseng et al. [29] used belief propagation to identify 
the accomplices in a trading network. When the trading 
network became too complicated, an approximate estimation 
method was used to reduce calculation time [14]. To fulfill 
early detection requirement, Chang and Chang developed the 
concept of multiple-phase modeling, in which the transaction 
histories of fraudsters were partitioned to illustrate behavioral 
features present during different periods of a fraudster’s 
lifespan [9-11].  

It can be seen from the above discussions that previous 
research has accomplished various predefined goals; however, 
there are still several weaknesses which need to be addressed: 
(1) First, to promote the detection accuracy, multitudinous 
attributes have been developed in the previous work to describe 
the characteristics of various types of fraudsters. However, 
more attributes implied more costs on data retrieval and data 
analysis. In addition, a large attribute set is not necessarily 
helpful in obtaining better detection accuracy [22]. Therefore, 
to develop a cost-effective fraud detection system, discovering 
a concise but effective attribute set is more important than 
extending the attribute set at will. (2) Secondly, the previous 
work inclines to apply a single, but powerful model for fraud 
detection. Such an approach could constrain the effectiveness 
of detection systems as fraudsters use complicated tricks to 
disguise their intentions.  

To cope with the above problems, this study aims at 
developing effective methods to help construct a practical fraud 
detection system for online auction. First, a novel attribute 
selection method, RESF, is proposed for choosing a concise but 
effective attribute set, which can reduce the cost of detection 
while maintaining overall accuracy. In addition, a two-staged 
multimodel detection procedure is then developed to promote 
detection accuracy in which results of mutually-compensated 
detection models are combined to examine suspicious accounts. 
To validate the proposed methods, the transaction histories of 
Yahoo!Taiwan were used for testing. When compared to the 
results of previous work, the detection model built with RESF-
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selected attributes was seen to outperform other methods in 
detection accuracy. When the proposed balanced detection 
procedure was used, the detection accuracy was further 
improved. In conclusion, the proposed methods actually 
provide a feasible way to build a cost-effective fraud detection 
system for online auctions. 

The remainder of this article is organized as follows: 
Section 2 introduces the techniques and concepts related to our 
work. Section 3 proposes an iterative reselection method for 
devising a concise attribute set. Section 4 explains the proposed 
balanced detection procedure. Experimental results are given 
in Section 5. Conclusions are presented in the final section.  

II. PRELIMINARIES 

To facilitate the subsequent discussions, related work and 
techniques for online auction fraud detection will be introduced 
in this section.  

A. Fraud Detection 

Fraud detection is important for securing the profits of 
business transactions. Basically, fraud detection is a kind of 
anomaly detection. Researchers generally use data mining 
approaches to help identify fraudulent behaviors. For instance, 
support vector machines and random forests have been applied 
to discover credit card frauds [5,6,7]. Ravisankar et al. use 
several data mining techniques, like neural network, genetic 
programming and support vector machines, to detect financial 
statement fraud [29]. Similarly, researchers also tried to 
compose several data mining methods with learning schemes 
to help identify evolutionary financial fraud [8,34]. For online 
auction fraud, researchers usually applied classification 
techniques to identify abnormal behavior in the transaction 
histories [10,12]. Many different feature sets for fraud detection 
have been proposed. Due to the length limits, the details of 
these features please refer to [12,16]. 

In general, there are two main steps for developing an 
anomaly detection method. First, a set of effective measured 
attributes needs to be determined. Next, based on the selected 
attribute set, an appropriate learning method is used to 
construct a detection model. A detection model for identifying 
abnormal instances could correspond to a decision tree [12], a 
Bayesian network [27], self-organizing maps [3], or an 
artificial neural network [31]. The accuracy of detection is 
directly affected by the selected attribute set and learning 
algorithms used. In practice, measured attributes can be 
directly extracted from existing data fields in transaction 
histories.  

B. Measured Attribute Selection 

Even though a fine-grained attribute set is indispensable 
for detection model construction, a massive diverse set of 
attributes is not necessarily helpful in increasing the overall 
accuracy of fraud detection. In fact, there could exist irrelevant 
and redundant attributes which are not ineffective for model 

construction but just increase the detection costs [22,33]. Thus, 
it is critical to select a compact attribute set to construct a cost-
effective detection model. Attribute selection is a procedure to 
remove irrelevant, redundant or noisy attributes from a given 
attribute set [24,33]. The performance of the selected subset is 
expected to be similar to the original one or at least not worse 
than a predefined threshold. More formally, the problem 
statement of attribute selection can be described as follow:  

Given a data set D, a attribute set S, a learning algorithm L, 
and a performance evaluation function E, attribute selection is 
a procedure to find a small subset from {S’| S’⊂ S, E(S’,L,D) 
≥ E(S,L,D)}, where E(S,L,D) represents the performance of 
building a detection model by L with S for classifying the 
instances in D. 

Obviously, the time complexity of finding an optimal 
solution for the above problem would be O(2|S|), which is 
intractable for a large S. Thus, different heuristic methods have 
been proposed for discovering a small S’ with a reasonable 
E(S’,L,D). There are two general approaches for attribute 
selection, which are the filter approach [4,23,33] and the 
wrapper approach [24]. The basic concept of the filter approach 
is to select useful attributes by ranking these attributes with an 
evaluation function. In addition, redundant attributes can also 
be removed by applying more elaborated selection rules. 
Because no leaning algorithm is involved in the filter approach, 
it can be performed quite efficiently and can prevent form the 
over-fitting problem. However, when a learning algorithm is 
chosen for model construction, the performance of the filter-
based attribute set could be not as expected as that indicated by 
the scoring function values. For the wrapper approach, the 
effectiveness of a selected attribute subset is evaluated by a 
predetermined learning algorithm. Thus, the resultant attribute 
set can match this learning algorithm very well. However, the 
whole process would be very time-consuming and may result 
in the problem of over-fitting [24,25]. 

III. A NOVEL FILTERING METHOD WITH RESELECTION FOR 

ATTRIBUTE SELECTION 

In this section, the proposed attribute selection method will 
be introduced. A modified filter method with reselection has 
been developed to generate a concise but effective attribute set. 
As described in Section 2, to construct an effective detection 
model, a suitable attribute set should be determined first. And, 
a compact attribute set would be preferable to a large one. The 
reason is obvious because less attributes implies less 
computation effort in data retrieval and data analysis. To this 
end, this study proposes a modified filter method with 
reselection to discover a small but effective attribute set.  

The conventional filter methods for attribute selection can 
be performed in an efficient way. However, several 
disadvantages could be incurred by such a concise procedure. 
To help explain the details, assume we have an attribute set FS, 
a filtering method FM, and a scoring function E for evaluating 
the result of filtering. Let F = FS ∪ FD, where FS is the 
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attribute subset selected by FM, and FS ∩ FD=∅. In addition, 
assume C is the target attribute for classification, whose value 
is either ‘Fraud’ or ‘Non-Fraud’ in this study. 
(1) In the filter approach, to remove irrelevant or weakly 

irrelevant attributes, only those attributes in F with E 
values larger than a predefined threshold are retained. 
However, considering the case that the phased partitions 
[10] are used to shrink the transaction histories in advance, 
only very few attributes will survive by such a filter 
procedure. This is due to fewer collected data resulting in 
small E values, and thus causing a lot of attributes dropped 
before further processing. In practice, a too small attribute 
set would not be beneficial in characterizing complicated 
fraudulent behavior. This means that the performance of a 
detection model constructed using these selected attributes 
will be inferior. 

(2) Not all the attributes passing the threshold filtering is 
necessary for classification. In fact, some of them are 
redundant and could be removed from the attribute set. An 
attribute Fj is declared as redundant if it becomes useless 
in the case of including another attribute Fi in the attribute 
set. However, if both E(Fi) and E(Fj) are quite small and 
contribute less to the classification of C, it is too arbitrary 
to remove Fj simply because Fi is already selected in the 
attribute set.  

(3) Individually irrelevant or redundant attributes are not 
necessarily useless for classification if they collaborate 
with other attributes. In fact, as described in [24], 
presumably redundant attributes may contribute to better 
class separation and two attributes that are useless by 
themselves can be useful together. 
From the above discussions, it is clear that these removed 

attributes should be carefully examined for further promoting 
the effectiveness of attribute selection. In view of this, this 
study proposes a novel Filtering method with Reselection 
(RESF), in which those attributes in FD are reconsidered by 
different evaluation processes. And, the Fast Correlation-Based 
Filter algorithm [33] (FCBF hereafter) is chosen as the 
underline filter-based attribute selection method.  

The proposed RESF method comprises three sub-
procedures: Basic, Reselection-by-Cover, and Reselection-by-
Information-Gain. Given a candidate attribute set G, a union of 
classification attributes (F), and target class (C) (G=F∪C), the 
details of these steps are as follows: 
(1) Basic: First, the modified FCBF is performed on F (denoted 

by FCBF(F,C)), from which a selected attribute set, 
FS={FS1, FS2, …, FSm}, is obtained. For each Fi∈FS, the 
set Cover(Fi) denotes those attributes removed which result 
from applying the second deletion rule on Fi. Thus, the 
removed attribute set can be represented as FD=F-FS= 
∪Cover(Fi). Different from the traditional filtering method 
(such as FCBF), FD is not discarded immediately in RESF. 
Instead, a chance to reselect members of FD into FS if they 
contribute to classification accuracy is given. For this 

purpose, two reselection procedures are performed 
subsequently. 

(2) Reselection-by-Cover: In this step, every Cover(Fi) will be 
refined for re-selection by performing FCBF(Cover(Fi),Fi). 
Next, the result of reselection on each Cover(Fi), is added 
to the reselected set FR1. The purpose of this step is to find 
members of Cover(Fi) which are highly correlated with Fi 
and possibly helpful in raising the accuracy of classification. 

(3) Reselection-by-Information-Gain: In this step, attributes 
in FD will be reconsidered by checking the correlations 
between the attribute with the highest information gain 
(denoted as H) and those deleted attributes. To this end, 
attribute H is used as the target for classification. Next, 
FCBF(FD, H) is performed to extract attributes highly 
correlated to H. Then, the obtained attribute set will be 
added to FR2.  

(4) Finally, the resultant attribute set TRS, the union of FS, 
FR1 and FR2, i.e., TFS=FS∪FR1∪FR2, is determined.  

IV. A BALANCED DETECTION PROCEDURE WITH MULTIPLE 

DETECTION MODELS 

In practice, a single powerful detection model may be 
ineffective in detecting various types of fraudsters. Thus, a 
Balanced Detection Procedure (BDP) is proposed in this study 
to take advantage of multiple detection models for fraud 
detection.  

Based on the selected measured attribute set, the proposed 
detection procedure consists of two stages in which three 
different detection models are applied. In the first stage, two 
reciprocal detection models are used to construct a conceptual 
model using account transaction histories from the past 90 days. 
The M1 model can precisely identify fraudsters, while the M2 
model accurately identifies normal traders and serves as the 
companion for M1. In the second stage, model M3 is built with 
balanced capabilities for detecting normal traders and 
fraudsters.  

To facilitate the discussions on the balanced detection 
procedure, some notations are first introduced below. For a set 
of account S to be tested, FS and NFS denote the sets of 
identified fraudsters (F) and non-fraudsters (NF). Therefore, S 
represents the union of FS and NFS. If a model M is applied to 
classify S, FS(M) and NFS(M) are used to denote the sets of 
fraudsters and non-fraudsters classified by M respectively. 
Based on these notations, the balanced detection procedure can 
be described as follows (the flowchart of BDP is given in 
Figure 1) :  

1. Given a set of account S to be tested, collect the 
transaction data from the last d days of each member 
in S. 

2. Test S using M1 and M2 to obtain FS(M1), NFS(M1), 
FS(M2) and NFS(M2). 

3. let     F1=FS(M1)–NFS(M2),  
NF1=NFS(M2)–FS(M1), and 
S2=S-F1-NF1. 
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4. Test S2 using M3 to obtain FS2(M3) and NFS2(M3) 
5. let the final result be FS = F1∪FS2 (M3) and 

NFS=NF1∪ NFS2(M3) 
The design principle of the above procedure is based on 

the concept of mutual-compensation, a process of applying 
multiple detection models with specific characteristics used to 
classify suspicious accounts. Through application of M1 and 
M2, FS(M1) and NFS(M2) can be obtained with high accuracy. 
That is, members in FS(M1) are in all likelihood actual 
fraudsters, while members in NFS(M2) are truly normal traders. 
As a result, M1 and M2 work in unison to filter out the cases in 
which an account is deemed either a fraudster or normal trader. 
However, some contradictory results may occur using M1 and 
M2. In certain cases, an account may be classified as a fraudster 
by M1, and simultaneously as a non-fraudster by M2. To deal 
with such cases, members in FS(M1)∩NFS(M2) are treated as 
uncertain cases and fed into Stage 2 which uses the M3 model 
for a final decision. Because M3 is an unbiased detection model, 
all uncertain cases from Stage 1 will be re-examined by M3 to 
decide their final classification (i.e., F or NF). 

 

 
Figure 1：The balanced two-stage multi-model detection 

procedure 
The model M1, M2, and M3 is built as follows: for model 

M1, the ratio of normal users to fraudsters in the training set 
was set at m to 1, where m>2. A high imbalanced ratio for NF 
to F (say10:1) in the training set is beneficial for building a 
detection model that can provide a better fraudster detection 
precision. Similarly, the M2 model is also built with an 
imbalanced ratio of NF:F at 1:n in the training set, where n≥2, 
which allows for higher precision in identifying normal traders. 
The M3 model is constructed with a ratio of normal users to 
fraudsters set at 2:1 and is obviously has a balanced capability 
of differentiating normal users from fraudsters.  

V. EXPERIMENTAL RESULTS 

In this section, to validate the effectiveness of these 
detection methods proposed in this study, real transaction 

histories from Yahoo!Taiwan were acquired for testing. The 
methods of both the measured attribute selection and the 
balanced detection procedure are examined respectively below. 
The experimental results will be compared with the outcomes 
of other methods proposed in related work.  

A. Experimental settings 

The authors collected transaction histories of 1,115 normal 
traders and 514 proven fraudsters from the Yahoo!Taiwan 
auction site. All collected data were parsed into values 
corresponding to measured attributes for each account. And, 
the Weka’s implementation of C4.5 classification algorithm is 
used to build the detection model. The evaluation metrics of the 
following experiments are based on the following four indices: 
True Positive (TP) denotes the number correctly identified as 
positive； False Positive (FP) is the number identified as 
positive but actually is negative; False Negative (FN) is the 
number identified as negative but actually is positive; True 
Negative (TN) the number correctly identified as negative.  

A. Attribute selection algorithm validation 
The performance of RESF is validated in the following 

section. The candidate set of measured attributes is consisted of 
52 attributes from Chau’s work[12], Chang’s work[10] and 
those in Cheng’s work[16]. And, the C4.5 tree classification 
algorithm is used to build the detection model. To demonstrate 
the effectiveness of the attribute set selected by RESF, the 
evaluation results are compared with those by applying the 
compound candidate attribute set (including all the 52 
attributes) and those selected by the FCBF[33], Relief and 
CfsSubset. ReliefF is an attribute selection method that can 
operate on both discrete and continuous class data. It evaluates 
the value of the given attribute for the nearest instance of the 
same and different class. The CfsSubset selection method 
estimates the value of a subset of attributes by considering the 
individual predictive ability of each feature along with the 
degree of redundancy between them. In the following 
experiments, we use the Weka’s implementation [32] for 
ReliefF and CfsSubset.  

The ratio of normal traders to fraudsters was set at 2:1 in 
each training set and test set. Training sets contained 700 
normal trader profiles and 350 fraudster profiles, while test sets 
contained 300 normal trader profiles and 150 fraudster profiles. 
Instances were chosen randomly from the collected data for 
both training and test sets. The training set and the test set were 
mutually exclusive. In total, 10 trials were performed and the 
experimental results were averaged from the outcomes of the 
same. In practice, scarcity of available data occurs in real-world 
applications and could affect the capability of detection models. 
This scarcity of data is due to the fact that auction houses may 
not maintain complete transaction records. Therefore, to 
validate the effectiveness of various attribute sets for limited 
transaction data, the researchers used 90 days as constraints to 
partition transaction histories and construct detection models 
using different measured attribute sets for comparison. 
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Table 1：Comparisons of different attribute selection methods for fraud detection assumed that complete transaction 
histories are available for analysis (d=∞) 

Training set: Normal traders 700; Fraudster 350,  Testing set: Normal traders 300; Fraudster 150 

Attribute Set 
No. of 

Attribute 
Detection 
Accuracy 

Non-Fraud/Fraud (NF/F), where d=∞ 
TP Rate FP Rate Precision Recall F-Measure 

Compound1 52 0.849 0.905/0.737 0.263/0.095 0.873/0.796 0.905/0.737 0.888/0.764 
FCBF 21 0.857 0.914/0.743 0.257/0.086 0.877/0.812 0.914/0.743 0.895/0.775 
ReliefF2 18 0.862 0.914/0.757 0.243/0.086 0.883/0.815 0.914/0.757 0.898/0.784 
CfsSubset2 21 0.856 0.902/0.763 0.237/0.098 0.884/0.796 0.902/0.763 0.893/0.779 
RESF3 13 0.858 0.914/0.747 0.253/0.086 0.879/0.817 0.914/0.747 0.896/0.778 
1 The Compound attribute set is consisted of 52 attributes collected from three attribute sets proposed in different work. 
2 Weka’s implementation of the two algorithms are used for experiments. 
3 the proposed attribute selection method of this study. 

Table 2：Comparisons of different attribute selection methods for fraud detection assumed that only transaction histories 
in the last 90 days are available (d=90) 

Attribute Set 
No. of 

Attribute 
Detection 
Accuracy 

Non-Fraud/Fraud (NF/F), where d=90 

TP Rate FP Rate Precision Recall F-Measure 
Compound 52 0.805 0.845/0.725 0.275/0.155 0.861/0.705 0.845/0.725 0.852/0.712 
FCBF 14 0.802 0.844/0.719 0.281/0.156 0.858/0.698 0.844/0.719 0.851/0.708 
ReliefF 16 0.813 0.855/0.729 0.271/0.145 0.863/0.716 0.855/0.729 0.859/0.722 
CfsSubset 18 0.822 0.860/0.746 0.254/0.140 0.873/0.734 0.860/0.746 0.865/0.736 
RESF 12 0.822 0.863/0.741 0.259/0.137 0.871/0.735 0.863/0.741 0.866/0.734 

Table 3：Comparisons of the proposed BPD procedure with single detection model 
BPD procedure proposed by this study (referring to Section 4) 
Accuracy   TP Rate    FP Rate    Precision    Recall   F-Measure   Class 

0.835 0.902/0.702 0.298 /0.098 0.858 /0.783 0.902/0.702 0.879/0.739 NF/F 
RESF selected attributes (single detection model, d=90) 
 Accuracy   TP Rate    FP Rate    Precision    Recall   F-Measure   Class 

0.822 0.863/0.741 0.259/0.137 0.871/0.735 0.863/0.741 0.866/0.734 NF/F 

 
For the case of complete transaction histories available for 

analysis (denoted as d=∞), the experimental results are shown 
in Table 1. It can be seen that the accuracy of applying the 
Compound attribute set (0.849) is lower than those of all other 
selection methods. This demonstrates that a large attribute set 
is not necessarily more effective for detection than a smaller 
one. In other word, it is possible to devise a concise attribute 
set which contains less attributes and incurs less effort for 
detection. In this case, the detection success rate of RESF 
selected attributes is 0.858, which is better than other methods 
except for RelifF (0.862). However, only 13 attributes are 
selected by RESF but 18 are needed for RelifF.  

For the case of only the transaction histories for the last 90 
days available for download, referring to Table 2, the 
performance of all attribute sets are all degraded. It is 
reasonable because less transaction data give less information 
for fraud detection. In this case, RESF obtains the highest 
success rate (0.822) and a smallest attribute set (only 12 

attributes are needed for detection). Although CfsSubsetEval 
also achieves the same detection accuracy (0.822) as RESF, 
however, it needs 18 attributes to build the detection model. 
The above results demonstrate that, in comparison with the 
previous researches, RESF can consistently select a more 
compact attribute set and achieves better detection accuracy. 

B. Validation of Balanced Detection Procedure 
In this section, a validation of the performance of the 

proposed Balanced Detection Procedure (BDP) by applying 
multiple detection models in two stages is expressed below. 
Each of those detection models in BDP is constructed by the 
C4.5 classification algorithm. Referring to Section 4.2, the 
ratios of normal users to fraudsters for detection model M1, M2 
and M3 are set at 10:1 (700 normal users to 70 fraudsters), 
2:1(350 normal users to 175 fraudsters). All training sets and 
test sets contained only transaction histories occurring within 
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the last 90 days. Table 3 presents the averaged results of 
applying BDP in the 10 trials. The success rate of BPD was 
0.835, superior to the best single model detection methods 
(0.822 by RESF attribute set) shown in Table 2. It can be seen 
that compared to RESF with d=90, this improvement mainly 
comes from the promotion of detection precision for fraudsters, 
which is 0.783 versus 0.735. This also results in an 
improvement in the recall rate for normal traders (from 0.863 
to 0.902). In conclusion, the result shown in Table 3 
demonstrates that the multimodel-based BDP method does 
have the potential to further improve fraud detection accuracy 
and achieve satisfactory performance. 

VI. CONCLUSIONS 

Online auctions have become one of the most popular 
platforms in e-commerce. To further extend the reach of online 
auction, more elaborate designs are needed to facilitate trading 
procedures. In particular, safety of users in completing a 
transaction should be carefully considered by auction house 
authorities. In addition to applying cryptography to secure the 
trading process, uncovering fraudsters before they strike is 
undoubtedly a priority. To this end, this study proposed a novel 
attribute selection method, RESF, to generate a concise 
attribute set to build effective detection models. It was observed 
that a small but effective attribute set can protect consumers 
from fraud at lower costs. Subsequently, a new detection 
procedure, BDP, has been developed to further improve the 
effectiveness of detection. BDP applies three detection models 
in two stages to carefully examine each account. The 
experimental results show the effectiveness of these proposed 
methods. With the help of an effective fraud detection system, 
the traders can avoid money loss and relieve to trade in the 
auction site.  
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